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ABSTRACT

Retrosynthesis Planning (RP) is one of the challenging problems in organic chem-
istry. It involves designing target molecules using compounds which are com-
mercially available or easy to synthesize by following a series of backward
steps. While the conventional RP methods were majorly expert-based, success-
ful computer-aided RP methods have emerged in the recent past. This success is
critical to the development of new drugs and the synthesis of target compounds
in material science and agrochemicals domains. In this paper, we present an RP
model called RetroG. Its design is based on tree search with a Graph Neural Net-
work (GNN) as a value function. The model adapts successful reaction templates
and product molecules to the route length. The evaluation of RetroG on the test
benchmark datasets records new results while also presenting interesting future
research areas.

1 INTRODUCTION

RP is a branch of Organic Chemistry which involve designing target molecules by chemically com-
bining simpler building block molecules by following recursive backward reaction steps. The build-
ing block molecules have two key properties (i) commercially or, (ii) easily synthesizable. As an
example, according to Figure 1, the root molecule is the target molecule. To design it, the leaves
of the left sub-tree (first and second building block molecules) are combined in a forward chemical
reaction process to produce the intermediate molecule (root’s left child). This is similarly com-
bined with the root’s right child (third building block molecule) leading to the target molecule (root
molecule).

Figure 1: Retrosynthetic Planning representation as a tree. The root molecule is the target molecule.
All the leaf nodes are building block molecules that are commercially available or easy to chemically
synthesize in the laboratory e.g. through simple forward chemical reaction processes.
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Advances and development of new and novel computer-aided RP methods can help design new
drugs, agrochemicals and synthetic molecules in material science. Accordingly, many computer-
aided RP methods have been proposed over the years to achieve this. Primarily, they are classified
according to three major categories: (i) expert-based, (ii) template-based and, (iii) template-free.

Expert-based RP methods were the early computer-aided RP models which were designed according
to bond, ring and functional group patterns. The patterns (or rules) are extracted and then subse-
quently inferenced to the Knowledge Base (KB) to generate the desired planning route (Pensak &
Corey, 1977; Wipke et al., 1978; Bauer et al., 1988; Johnson & Marshall, 1992; Parsons et al., 1996;
Chen & Baldi, 2009). Due to the dependence on expert-designed rules, expert-based RP models are
hard to scale and cost-intensive as well. Additionally, several studies have reported that they are
sub-optimal on complex retrosynthesis tasks. These limitations have inspired the development of
template-based RP models where the chemical reaction patterns can be extracted automatically.

Template-based RP methods use similarity ranking (Coley et al., 2017b) or Machine Learning (ML)
(Segler et al., 2018; Chen et al., 2020; Coley et al., 2017a) to extract the reaction templates from a
chemical reaction database (Lowe, 2012) or reaction rule database (Duigou et al., 2019). Precisely, a
reaction template is chemical reaction signature, thus, it defines the bond, ring, functional group and
reaction mechanism patterns which guide a chemical reaction process. Given a product molecule,
a reactant set which conforms with the reaction template can be generated automatically. The suc-
cess of template-based RP is constrained by several factors: (i) the availability of building block
molecules - all the reaction leaf nodes must be commercially available, (ii) route length - shorter
and cost-effective routes are generally preferred, (iii) process quality - the proposed planning routes
must be chemically viable and sound, (iv) valid transformations and symmetry - there are many
valid transformations which can lead to the desired planning path including their symmetries, and
(v) combinatorial explosion - while the tree depth is generally limited by depth (maximum≈ 20), the
branching factor is determined by valid templates which can span more than 10K transformations.
These limitations have motivated the recent advances in template-free RP.

In contrast to template-based RP, template-free RP models do not require a reaction template or a
building block molecule. Given a target molecule, a template-free RP can be designed as a prediction
task whereby the product is the input and the set of reactants is the output. The prediction problem
can be implemented by many ML algorithms such as SVM’s, Logistic Regression and even by
neural machine translation (NMT) algorithm. NMT is a natural language processing (NLP) method
which learns a representation to map the source language to the target language using Deep Neural
Networks. In the RP context, the source language is the product while the target language is the
reactant set. In the recent past, NMT-based models have been reported by several studies to record
unprecedented results e.g. Seq2Seq (Liu et al., 2017) and transformer-based models (Karpov et al.,
2019; Zheng et al., 2019). In addition to the successful application of NMT-based algorithms to
template-free RP, GNN-based (Kipf & Welling, 2016) methods have also gained a lot of attention
recently (Yan et al., 2020; Shi et al., 2020; Dai et al., 2019; Shi et al., 2020). Essentially, the GNN
methods model the RP problem as a graph and then learn representations and relations which allow
for the molecule reconstruction from synthons according to the target. In retrosynthesis analysis or
planning, a synthon is a building block fragment in a molecule which can be used to define simpler
building blocks.

In the last five years, tree search and deep learning (DL) have emerged as strong template-based
retrosynthetic methods (Segler et al., 2018; Chen et al., 2020; Kim et al., 2021). This combination is
inspired by its successful application of the method in challenging computer game problems (Silver
et al., 2016; Anthony et al., 2017), where the DL model is used as a state evaluation function as a
policy. While GNN and transformer architectures have inspired the design of stronger template-free
RP models, template-based RP models are still stronger. Despite this, however, template-based RP
is still considered a hard problem since during the template application step, a molecule can have as
many as 10K valid transformations (Szymkuć et al., 2016) with the search tree depth (route length)
varying between 10 to 20 (Shibukawa et al., 2020) based on the complexity of the target molecule.
Furthermore, the current template-based RP methods do not include an adaptation of the applied
template or route length to the successful trajectories to guide the future search. Based on this, we
present our contributions as follows:

i) RetroG. We present a novel template-based RP model based on tree search with a deep neural
network as an evaluation function. The value function is a neural network based on GNN
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and Fully Connected Layers (FC) architecture which is trained to jointly adapt the reaction
templates and product molecules according to the successful planning routes.

ii) Template-product molecule adaptation. We present a new framework which adapts the suc-
cessful planning routes to the applied reaction templates and product molecules to guide future
search paths.

The rest of this paper is organized as follows; Section 2: related work, Section 4: methods including
the proposed framework and datasets used in this work, Section 5: results and discussion and Section
6: conclusion and future research perspectives.

2 RELATED WORK

This section covers existing retrosynthesis methods according to the expert-based, template-based
and template-free classification scheme.

• Expert-based retrosynthesis. These were the first RP planning methods. Primarily, they
were based on the expert-designed bond, functional group and ring matching rules. Once
the matching rules are extracted from the target molecule, they are parsed and then infer-
enced to the KB to design the desired planning routes. Chen & Baldi (2009) proposed
an expert-based model which accepts the target and reagents and then parses them us-
ing an inference engine followed by reagent and transformation rule mapping according
to the KB. Earlier expert-based RP methods also imitated this design pipeline except for
the KB and pattern-matching rules. Pensak & Corey (1977) proposed a model which can
design molecules based on the functional, bond disconnection and structural feature strate-
gies. The RG model proposed by Wipke et al. (1978) included a heuristic search mech-
anism and route evaluation with a chemistry KB and language. Other expert-based RP
models include functional group proximity planner (Johnson & Marshall, 1992), theorem-
prover inference engine (Johnson et al., 1989), chemistry KB with retrosynthetic synthons
(Gasteiger et al., 2000), transformation rules with bond-electron (Bauer et al., 1985) and
target-building block distance optimizer (Hanessian et al., 1990). Expert-based models are
hard to scale due to the dependency on expert-designed KB and matching rules (Grzy-
bowski et al., 2018; Kayala & Baldi, 2012). Consequently, in the recent past, RP template-
based RP has attempted to address these challenges by proposing automatic methods to
extract the chemical rules.

• Template-based retrosynthesis. Template-based RP methods rely on the reaction rules
or chemical reaction database to extract reaction templates automatically. This is then
followed by the application of the reaction template to the product molecule to gener-
ate the reactant sets. Recently, template-based RP methods have recorded unprecedented
performance as a result of ML applications to predict or rank the reaction templates. 3N-
MCTS model proposed by Segler et al. (2018) was composed of a Monte Carlo Tree Search
(MCTS) algorithm guided by three neural networks. The first was used to select the most
promising templates (expansion policy), the second to filter the plausible reactions tem-
plates (filter policy) and the third as a state value function during the rollout phase. Retro*
Chen et al. (2020) proposed AND-OR RP model with an A*-like heuristic. In the model,
every OR node (reaction node) requires any of its children while each AND node (product
molecule) requires all its children. Designing RP as an AND-OR tree is sound and effec-
tive. Retro* design choice was adopted and extended to design self-improving model by
Kim et al. (2021) and GNN route cost optimizer (Han et al., 2022). Earlier models such
as optimization of the planning with Proof Number Search and heuristic edge initialization
(Kishimoto et al., 2019) and hierarchical sampling GNN logical Network (Dai et al., 2019)
also recorded very strong results. Other template-based RP methods which have registered
competitive performances include template ranking and prediction with symbolic features
(Segler et al., 2017), two-step DNN transformation prediction (Baylon et al., 2019), self-
play with DNN evaluation (Schreck et al., 2019), template similarity scoring (Coley et al.,
2017b) and chemical-aware similarity scoring (Koch et al., 2019).

• Template-free retrosynthesis. Template-free RP methods require a database of chemi-
cal reactions or rules to extract reaction templates. In contrast, template-free RP methods
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model the planning task as a prediction; the product is an input feature while the reactant
set the label. This design pipeline can allow for the application of many ML algorithms to
the problem. Seq2seq model (Liu et al., 2017) learned to map the source language (prod-
uct) to the target language (set of reactants). Both the input and output were coded as
Simplified molecular Input Line Entry System (SMILES) (Weininger, 1988). A similar
design pipeline was also adopted by Karpov et al. (2019) while using transformer architec-
ture (Vaswani et al., 2017). While transformed-based models have recorded unprecedented
success rates, LSTM-based models e.g. end-to-end chemical reaction learning with BiL-
STM (Schwaller et al., 2019) have also been investigated by other studies and reported
competitive and promising results. Other studies such as Kayala & Baldi (2012); Lin et al.
(2020) have since extended the transformer-based models with tree search recording even
stronger results. GNN-based models have also gained a lot of attention due to their ability
to represent molecules better while also learning more useful graphical patterns. Generally,
the GNN-based models solve the RP as follows; (i) identify the reaction centres, (ii) learn
synthon relations e.g. with a relational model such as Schlichtkrull et al. (2018) and apply
them, then (iii) generate and optimize the graph. Existing GNN-based methods include
Graph to Graphs prediction (Shi et al., 2020), Edge Attention Network with chemical con-
text (Xie et al., 2022), Weisfeiler-Lehman higher order molecular reconstruction (Jin et al.,
2020), end-to-end learning with reactant-reagent-product (Coley et al., 2019b) and graph
relation optimization (Yan et al., 2020).

3 DRUG DISCOVERY

The drug discovery process is a key research problem in Bioinformatics computation. The key fun-
damental objective in drug discovery is to design a candidate organic molecule that can effectively
bind to a biological target such as protein or RNA and subsequently interrupt its biological functions
thus inhibiting the disease-causing ability. Generally, the candidate molecule should have a com-
plementary structure (or shape) and charge to the target for effective binding and efficacy (Zhou &
Zhong, 2017). Designing effective candidate molecule during the drug design process can take 12
to 15 years and costs billions of money (Yu & MacKerell, 2017).

It is imperative to design candidate molecules that not only possess the optimal absorption,
metabolism, distribution, and excretion properties (Lipinski et al., 1997) but also have desired phar-
macokinetics - drug’s course of action, pharmacogenomics - genes affect on the drug, toxicity - no
long term side effects, solubility, PH stability - the stomach is acidic, chemical stability and oral
bioavailability properties.

If the candidate molecule which conforms to the desired properties can be defined, then the RP
method can be used to generate planning paths which can lead to the desired target. As previously
argued, shorter planning can be economically viable during chemical synthesis in the real world
thus a typical RP should include the ability to design planning paths with shorter routes. This
characterization, however, is limited by the cost and ease of accessing the building block molecules
in the real world. Figure 2 shows two planning paths which can be used to synthesize M0 e.g through
reactions R0 and R1. RP framework can propose many viable molecule planning routes which can
be used to generate candidate target compounds in the drug discovery process.

4 DESIGNING RETROG

4.1 PRELIMINARIES

• Molecule Space (M). This is a set of all the valid molecules in organic chemistry. The
product of any chemical reaction, m1 + m2 ... mk, is also within the chemical space e.g.{
mi

}k
i=0
∈M.

• Forward Reaction (F). This is a forward chemical reaction composed of reactants and
product molecules. Similar to the existing baseline models, reagents or catalysts are ig-
nored in this paper.

m1 +m2 −→ m3 (1)
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Figure 2: Two valid planning paths for target molecule M0; it can be synthesized through the right
or left sub-tree. The left sub-tree plan has a route length of 1 and 2 for the right one. All children
are purchasable molecules. Shorter route lengths can be more economically sound subject to the
real-world cost of constraints.

• Backward Reaction. This is the reverse of the forward chemical reaction. The forward
chemical reaction in 1 can be rewritten in backward form as shown in Equation 2 where
=⇒ is the retrosynthetic arrow.

m3 =⇒ m1 +m2 (2)

• Reaction Template (T ). A reaction template defines the patterns or fragments for a given
chemical reaction. In this research, the reaction templates were extracted from a database of
chemical reactions from (Lowe, 2012) containing more than 1.8 Million chemical reaction
instances.

• One-step Retrosynthesis (O). Given a reaction template and a product molecule, a one-
step retrosynthesis applies the product molecule to the template to generate the plausible
reactant set. As shown in Equation 3, mp, a template can be applied to the product molecule
leading to the reactant set. Importantly, due to a large number of valid reaction templates,
only the top 50 reaction templates returned by the MLP ranking model are used. The MLP
model is trained according to the Chen et al. (2020) literature and then used to predict
the promising templates to apply. The application of product to template functionality is
implemented in software utilities such as RDChiral Coley et al. (2019a) and RDKit Lan-
drum (2013). Importantly, while one-step retrosynthesis has shown the ability to synthesize
simple target molecules, designing complex molecules requires many one-step calls - the
multi-step retrosynthesis.

O : mp −→ {mi +mi+1...mk} (3)

• Building block molecules. Building block molecules is a set of all commercially available
molecules. During the tree search, a node is considered terminal if two conditions are
met: (i) the maximum depth is reached or (ii) the children of the current reaction node are
in the building block molecule set. In this research, the building block molecules set was
created from eMolecules database 1. It is composed of more than 231 Million commercially
available molecules.

4.2 RETROG PLANNING AND SELF-PLAYING

Template-based retrosynthetic planning can be formulated as Markov Decision Process (MDP) as
〈S,A, P,R〉 corresponding to state space, a valid set of actions in a given state, the transition func-
tion from one state to another and the reward obtained during the transition respectively. Accord-
ingly,M can be mapped to S, reactions from O to valid actions, P to a deterministic value function
and R to a unique scalar signal for both the terminal and non-terminal states.

1https://www.emolecules.com/
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Tree search and learning have been applied to solve many game problems including Anthony et al.
(2017); Silver et al. (2016; 2017). In these studies, the value function is modelled using a deep
neural network which optionally serves as a policy. Instead of the expensive rollout simulations,
the value network predicts the state value which then informs the policy. Consequently, at the end
of the episode, the reward signal assigned is used as the target for all the observed states. With the
reward-state tuple combinations, the value network is then trained in a supervised learning fashion
to improve its experience. This is the core concept underlying self-playing.

RetroG is a tree search and learning algorithm which uses self-playing to improve the value network.
The states observed during the episodes are assigned a label corresponding to the route length which
acts as the reward signal. The model is composed of an AND-OR tree search involving three phases:
selection, expansion and backpropagation phases. Each of these is covered in the following section
and graphically shown in Figure 3.

I) Selection. During this phase, the node which minimizes the value function, neural network
(vθ), is selected. This is based on Equation 4 where T is the tree with nodes (t). Each reaction
node requires all its children (AND nodes) while a given product molecule can be synthesized
by any of the reaction nodes (OR nodes).

argmint∈T vθ(t) (4)

II) Expansion. Following the selection phase, if the resulting reaction node is non-terminal i.e. all
its children are not in the building block set and the maximum tree depth (route length) is not
reached, then it is expanded by adding a new reaction node with the corresponding children.
The expansion is achieved using O.

III) Backpropagation. If the terminal state is reached and the route is found, then the negative of
the total length (tree depth) backpropagated up the tree or its positive value otherwise.

Figure 3: RetroG Retrosynthetic Framework; selection, expansion and propagation. Squared nodes
are reaction nodes. All the leaves are building block molecules. M0 can be synthesized by any of
the left OR right sub-tree reactions while R3 requires M5 AND M6.

4.3 VALUE NETWORK

During the expansion phase of the tree search, the one-step retrosynthesis model generates new
reaction nodes in the non-terminal states. This is achieved by applying the product molecule (mp)
(from the tree node) to the templates predicted by the MLP model. In the terminal state, all the
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applied templates, the product molecules and route length (tree depth) are collected to train the
value network in a supervised learning fashion e.g Dvalue =

{
T ,mp, d

}
. T and mp are the input

features corresponding to the template and product molecule respectively while d is the target which
corresponds to the route length. The value of d is negative if a successful planning route is found and
positive otherwise. The network is trained based on the Mean Absolute Error loss function shown
in Equation 5 and Cosine Annealed AdamW optimizer with 0.004 as the initial learning rate. The
batch size was set to 32 throughout the experiments.

L = MAE
(
vθ(T ,mp), d

)
(5)

Figure 4: Value Network Architecture. It accepts the SMART-encoded template and SMILE-based
product molecule and then computes the scalar value. GNN: Graph Neural Network (Kipf &
Welling, 2016), FC: Fully Connected Neural Network Layer, V: predicted reward value. The input-
output dimension of FC1 is 4096-512, FC2:512-512, GNN1:94-256, GNN2:256-512 and FC3:1024-
1. FC and GNN layers were followed by a LayerNorm (Ba et al., 2016) except for FC3. The Dropout
(Srivastava et al., 2014) probability was set to 0.5. The template feature vector was extracted by us-
ing the CreateStructuralFingerprintForReaction API from RDKit (Landrum, 2013).

The value network adapts successful template-product molecule trajectories to the route length in
a self-playing fashion. This value function improvement method has recorded successful results in
solving computer game (Anthony et al., 2017; Silver et al., 2016; 2017) and computational biology
problems (Kim et al., 2021; Koch et al., 2019; Obonyo et al., 2022). The value network architecture
is composed of FC and GNN layers. Recently, GNN has emerged as a powerful method for learning
graphical representations (Perozzi et al., 2014; Kipf & Welling, 2016; Schlichtkrull et al., 2018).
Molecules are inherently graphical hence learning product molecule representations with GNN can
allow for the discovery is novel molecular patterns leading to better-performing models. In contrast,
the template (encoded in SMARTS) features are learned using FC since they are not valid molecules
e.g. they are one-hot encoded fragment patterns. This was achieved using RDKit (Landrum, 2013)
API. Features independently learned by the GNN and FC are concatenated and then trained in an
end-to-end fashion. This network design choice allows for the sharing of representations across the
two paths leading to a robust model due to the multi-task learning ability (Ruder, 2017).

4.4 DATASET

The US Patent Office Dataset (USPTO) (Lowe, 2012) dataset is used in this study. It is a publicly
available database containing about 1.8 Million organic chemical reactions spanning the past three
decades up to the year 2016. The dataset was cleaned and split according to Chen et al. (2020)
(80-10-10). The train set is used to train the MLP neural network model used to predict the possible
templates used by O. We refer the readers to Chen et al. (2020) literature on the MLP training
procedure. RetroG is tested on the validation set. All the experiments were run on a single Nvidia
Quadro T1200 GPU (the Turing architecture)

5 RESULTS AND DISCUSSION

Our proposed model was compared with existing template-based methods including (i) 3N-MCTS
(Segler et al., 2018), Retro-* (Chen et al., 2020) and DFPN-E (Kishimoto et al., 2019). The greedy
Breadth First Search (BFS) was used as a baseline model. Based on the obtained results, RetroG
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Table 1: Success rate, route length and time.
success rate route length one-step calls (time)

BFS (Greedy) 20.64 ± 0.28 11.00 ± 0.20 400.23 ± 0.20
3N-MCTS 36.80 ± 0.39 9.95 ± 0.60 300.01 ± 0.19
Retro-* 85.09 ± 1.05 9.01 ± 0.47 250.80 ± 0.34
DFPN-E 54.69 ± 0.21 10.92 ± 0.04 350.60 ± 0.05
RetroG 80.00 ± 0.08 7.95 ± 0.38 200.51 ± 0.89

recorded very competitive and promising results. It recorded the shortest planning routes as well as
the best planning runtime while also achieving second-best success rate scores. The runtime was
computed based on the number of calls to the one-step model. This is identical to the computation
method employed by Chen et al. (2020) and Kim et al. (2021) in their work. In light of these perfor-
mances, we argue that through self-play, the RetroG value network learned useful representations
from the successful trajectories during the tree search simulations. In addition, it also shows that the
learned representations captured template-product molecules to route length patterns. Accordingly,
during the selection phase of the tree search, only the template-product molecule pair is more likely
to lead to the successful planning path.

In reality, shorter plans are preferred in RP, however, in some instances, longer ones can be desired.
Shorter or longer design path choice is constrained by other real-world synthesis factors such as
time, labour, costs, availability of building block materials and even expertise. To this end, designing
plans which are not only shorter but also aligned with these constraints is imperative. Of course, this
motivates the future research frontier in template-based RP.

6 CONCLUSIONS AND FUTURE RESEARCH

In this paper, we present a template-based retrosynthetic model called RetroG. It adapts the
templates-product molecule patterns to the route length. As result, during the route path selection
phase, the most promising one is selected. This is achieved by a value network trained in a self-
playing fashion on both the successful and unsuccessful trajectories. The proposed model recorded
the shortest route and runtime on the test set with very competitive success rate scores. While these
metrics are promising and competitive, it is imperative to design a model which not only has shorter
routes but also optimal success rates. To this end, as part of the future research frontier, designing
new value network architecture or evaluation function with novel training mechanisms present very
interesting directions.
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Sara Szymkuć, Ewa P Gajewska, Tomasz Klucznik, Karol Molga, Piotr Dittwald, Michał Startek,
Michał Bajczyk, and Bartosz A Grzybowski. Computer-assisted synthetic planning: the end of
the beginning. Angewandte Chemie International Edition, 55(20):5904–5937, 2016.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez,
Łukasz Kaiser, and Illia Polosukhin. Attention is all you need. Advances in neural informa-
tion processing systems, 30, 2017.

David Weininger. Smiles, a chemical language and information system. 1. introduction to method-
ology and encoding rules. Journal of chemical information and computer sciences, 28(1):31–36,
1988.

W Todd Wipke, Glenn I Ouchi, and S Krishnan. Simulation and evaluation of chemical synthe-
sis—secs: An application of artificial intelligence techniques. Artificial Intelligence, 11(1-2):
173–193, 1978.

Shufang Xie, Rui Yan, Peng Han, Yingce Xia, Lijun Wu, Chenjuan Guo, Bin Yang, and Tao Qin.
Retrograph: Retrosynthetic planning with graph search. In Proceedings of the 28th ACM SIGKDD
Conference on Knowledge Discovery and Data Mining, pp. 2120–2129, 2022.

Chaochao Yan, Qianggang Ding, Peilin Zhao, Shuangjia Zheng, Jinyu Yang, Yang Yu, and Junzhou
Huang. Retroxpert: Decompose retrosynthesis prediction like a chemist. Advances in Neural
Information Processing Systems, 33:11248–11258, 2020.

11



Published at the MLDD workshop, ICLR 2023

Wenbo Yu and Alexander D MacKerell. Computer-aided drug design methods. In Antibiotics, pp.
85–106. Springer, 2017.

Shuangjia Zheng, Jiahua Rao, Zhongyue Zhang, Jun Xu, and Yuedong Yang. Predicting retrosyn-
thetic reactions using self-corrected transformer neural networks. Journal of chemical information
and modeling, 60(1):47–55, 2019.

Shu-Feng Zhou and Wei-Zhu Zhong. Drug design and discovery: principles and applications.
Molecules, 22(2):279, 2017.

12


	Introduction
	Related Work
	Drug Discovery
	Designing RetroG
	Preliminaries
	RetroG Planning and Self-Playing
	Value Network
	Dataset

	Results and Discussion
	Conclusions and future research

